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Abstract: 

 Software defined radio (SDR) demands reconfigurable 

encoders and decoders. In case of fixed constraint length Viterbi 

decoding, it is difficult to implement this decoder in software defined 

radio. The main aim of this paper is the design and implementation of 

soft Viterbi decoder with variable constraint lengths and code rates. In 

this paper, Viterbi decoder with constraint lengths of 3, 4, 7, and code 

rates of 1/2, 2/3, ¾ is implemented. In order to make the design more 

efficient in terms of processing time, a correlation is used instead of the 

conventional Euclidean distance method. The proposed design of 

encoder and Viterbi decoder is implemented in MATLAB and the 

results are compared with the results of built-in functions of MATLAB. 

 

Key words: Convolutional Encoder, Viterbi Decoder, Matlab, 

Software Defined Radio. 

 

 

Introduction 

 

In communication and information theory, forward error 

correction (FEC) (channel coding) is a system of error control 

for data transmission in which the sender adds systematically 

generated redundant data to its messages, also known as an 

error-correcting code (ECC), in this system. The carefully 

designed redundancy allows the receiver to detect and correct a 
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limited number of errors occurring anywhere in the message 

without the need to ask the sender for additional data. FEC 

gives the receiver an ability to correct errors without needing a 

reverse channel to request retransmission of data, but this 

advantage is at the cost of a fixed higher forward channel 

bandwidth. FEC is, therefore, applied in situations where 

retransmissions are relatively costly, or impossible such as 

when broadcasting to multiple receivers. The process of adding 

this redundant information is known as channel coding. 

Convolutional coding and block coding are the two major forms 

of channel coding (FEC). Convolutional codes operate on serial 

data, one or a few bits at a time. Block codes operate on 

relatively large message blocks. There are a variety of useful 

Convolutional and block codes, and a variety of algorithms for 

decoding the received coded information sequences to recover 

the original data [1‒3]. 

Convolution encoder with Viterbi decoder is a powerful 

method for forward error correction technique. The principle of 

Viterbi algorithm is based on maximum likelihood decoding. 

Basic block diagram for convolution encoder followed by Viterbi 

decoder with addition of Additive White Gaussian Noise 

(AWGN) is shown in Figure1. Input data stream is fed to the 

convolution encoder, which produces encoded output stream 

according to designed encoder specification. The encoded data 

steam travels through channel having presence of noise and 

produces a new encoded stream with noise. Finally, this noisy 

data is given to the Viterbi decoder that produces the corrected 

data which is applied to the encoder as input [4].  

 

 

 

 

  

 

Figure 1. Basic block diagram of channel coding 

        NOISE 

ENCODER DECODER         Input bits         Decoded data 
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The purpose of this paper is to implement the Convolutional 

encoder along with hard and soft Viterbi decoder having 

constraint lengths of 3, 4, and 7 and with rates of 1/2, 2/3, 3/4. 

The result is compared with the result of MATLAB built-in 

function.  

 

I. Convolutional Encoder 

 

When it comes to protecting the digital data from errors, 

Convolutional coding is a very suitable candidate for it. In this 

technique, the encoder adds sufficient redundancy to the 

message in order to transmit the data free of errors. 

Convolutional encoder is defined by its two parameters i.e.  

code rate, and constraint length. The code rate of this encoder is 

defined as the ratio of number of input symbols (k) to the 

number output symbols (n) of this encoder. The second 

parameter is the length of the Convolutional encoder called 

constraint length (K), which is equal to K=m+1, where „m‟ is 

number of memory units (flip flop) in the encoder [5].        

              

II. Viterbi Algorithm 

 

In order to recover the possible transmitted sequence from the 

received sequence, the Viterbi algorithm calculates the metric 

value using trellis diagram. On the basis of quantization levels, 

the Viterbi decoding algorithm is classified into two categories: 

i. Hard Viterbi decoder 

ii. Soft Viterbi decoder 

 

If there are two quantization levels at the decoder, the 

resultant decision making of the decoder is called hard decision, 

whereas for more than two quantization levels, the decision 

making of the decoder is called Soft decision [6].                          

As evident from the definition, the soft decision decoding 

is more expensive due to more quantization levels, and hence 
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requires more memory than hard decision decoding. After 

receiving the data at the receiver end, there appears a need to 

extract the original sending sequence. In order to accomplish 

that task, Viterbi algorithm makes use of „trellis diagram‟ 

which is shown in Figure 2. To detect the original sequence, the 

most likelihood path of the diagram is identified, which is the 

path with least metric value. Each node of the trellis diagram 

represents a state at a given time, and a possible data sequence 

is formed by tracing back from that node to the initial state [7]. 

 
Figure 2. Trellis diagram 

 

III. Structure of Viterbi Decoder 

 

As shown in Figure 3,the decoder is divided into the sub 

modules: BMU, PMU, and SMU.  

 

 
 

 

 

 

 

 

Figure 3. Viterbi decoder’s  structure 

 

A. BRANCH METRIC VALUE UNIT (BMU) 

In this unit, the received bits (code symbols) are compared with 
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decoder, Hamming distance is used for bit comparisons while, 

for soft Viterbi decoder, Euclidean distance is used for bit 

comparison [8]. 

 

B. PATH METRIC VALUE UNIT (PMU) 

Two adders of add-compare-select module calculate the partial 

path metric. Afterwards, comparison of partial path metrics 

takes place by the comparator. Then, the selector selects the 

branch with least metric value and corresponding bit decision 

(states) is transferred to SMU [9]. 

 

C. SURVIVOR MEMORY PATH UNIT (SMU) 

After collecting data from PMU, Survivor Memory Unit 

generates the decoded sequence. When the trellis diagram ends, 

Trace-back is processed to find the most likelihood path from 

final stage to initial stage of trellis diagram.  

 

IV. Puncturing 

 

Puncturing uses the basic principle of deleting some bits out of 

an encoded sequence. Similarly, we generate punctured codes 

as follows: 

i. At first the data is encoded using a rate of 1/n encoder. 

ii. Afterwards, some of the channel symbols are deleted 

from the output of this encoder.  

 

For example, 3/4 code rate can be created from the rate 1/2 

code, the following puncturing pattern is used for this purpose: 

 

1 0 1 

1 1 0 

Figure 4. 3/4 code rate 

 

In this table transmitted channel symbol is represented by one, 

and channel symbol which is to be deleted is represented by 

zero.  
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We can also generate a 2/3 code rate using a rate of 1/2 encoder 

by using following table: 

 

1 1 

1 0 

Figure 5. 2/3 code rate 

 

The above pattern has two columns and three ones. As shown 

in the previous example, here also think of each column 

representing a bit input of encoder and each „1‟ representing an 

output channel symbol. Hence, a rate of 2/3 code is generated 

from the rate of 1/2 code, as there are two columns and three 

ones in the above table. Just as „0‟ represents a deleted symbol 

at the encoder level, at the input of Viterbi decoder null 

symbols are substituted in the place of deleted symbols in order 

to decode the received data.  

 

V. Proposed Design Model 

 

To implement a Viterbi decoder, one must create some steps on 

which the algorithm of decoder will work. Generally, the best 

implementation of these data structures is possible by using 

arrays. In order to implement the Viterbi decoder, one needs to 

have six primary arrays. These arrays  are given as follows: 

 Next state table of Viterbi decoder. This table has 

dimensions which are 2(K - 1) x 2k(rows x columns). Before 

starting the decoding process, it is essential to initialize 

this table. 

 Output table of the decoder. This table has dimensions 

which are 2(K -1) x 2k. Before starting decoding process, 

this array must also be initialized. 

 Input table of the decoder. This table has dimensions 

which are 2(K - 1) x 2(K - 1). Before starting the decoding 

process, this array must also be initialized. 

 State history table of the decoder. This array 

accumulates the state of prior history for up to (K x 5 + 
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1) received channel symbol pairs. The dimensions of this 

array are 2 (K - 1) x (K x 5 + 1). Unlike the previous arrays, 

this array does not need to be initialized during the start 

of the decoding process. 

 Accumulated metric value table of the decoder. The 

objective of this table is to accumulate the accumulated 

metric values for each state which are calculated with 

the help of the add-compare-select module of the 

decoder. This table has dimensions which are 2 (K - 1) x (K 

x 5 + 1). This array does not need to be initialized during 

the start of the decoding process. 

 Trace back array of the decoder. This array 

accumulates the list of states identified in trace back 

path. The dimension of this array is (K x 5) +1. This 

array is not needed to be initialized during the start of 

the decoding process. 

 

 
 

Figure 6. Block diagram of proposed model 
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VI. Discussion and Results 

 

Euclidean distance is given as 

 

  √                             (1) 

 

and correlation is given as 

 

              [
   
   

]             (2) 

 

The above correlation is very efficient and fast performing as 

compared to the Euclidean distance method because of less 

hardware consumption. In this paper, therefore, the above 

correlation is used for calculating the metric value in Soft 

Viterbi decoder instead of Conventional Euclidean distance. 

The proposed design is also implemented in MATLAB, and the 

results of the Viterbi decoder proposed in this paper match with 

the results of MATLAB built-in functions.  

As shown in Figures 7‒11, the error correcting 

capabilities of proposed Soft Viterbi decoder and the 

conventional Soft Viterbi decoder are almost same, but the 

proposed design performs faster than the conventional Soft 

Viterbi decoder that uses Euclidean distance for the calculation 

of metric value. 

 
Figure 7. GUI 
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Figure 8. Results of Proposed design 

 

 
Figure 9. Hard Viterbi Decoder with code rate ½ 

 

 
Figure 10. Soft Viterbi Decoder With code rate 1/2 
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Figure 11. Soft Viterbi decoder with code rate 1/2, 2/3, 3/4. 
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